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The Random-Effects Model

We apply the Cholesky decomposition to the variance-covariance
matrix Q:
Q =CC', C lower triangular.

Therefore the random effects equal:
Bi=B%+Cz, Z~Ny(0,1).
The model in the non-centered parameterization:

yi = Zif% + Z,C% +ei,  Zi ~Na(0,I), e;i~Nr(0,021).
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The Random-Effects Model

In the centered parameterization the random effects model writes:

Yi = ZiBi + i, i ~ Nz, (0,021),
Bi=B% 4w,  u~Ny(0,Q).

Y; . . . vector of T; repeated measurements for subject 1,

Z; . . . design matrix (T; x d),

B; . .. vector of d random effects with mean 3% and
covariance matrix @,

gi . . . model error with variance o2
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Covariance Selection

The elements C' of the covariance matrix appear as regression
coefficients in the model equation. Therefore common variable
selection tools may be applied to select elements in C.

We define indicators ~;,,, for the d - (d + 1)/2 lower triangular
elements of C.

Clm = 07 iff Yim = O,

Clm 7'é 07 iff Yim = 1,

forl > m.

If, for example all elements in the [-th row, Cj., are 0, the [-th
random effect 3;; is shrunk toward a fixed effect.
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The MCMC algorithm

Step I: %mh\zm,ﬁG, Z,02,y discrete with 2 possible outcomes.

Step Il: Only the non-zero elements C7|y, 3% 2,02,y from a
multivariate normal distribution.

Step IlI: BG|CV,a§,y from a multivariate normal distribution
based on the the marginal heteroscedastic model.

Step IV: Z|3%,C7, 02,y from a multivariate normal distribution.

Step VI: 02|3%,C7, 2,y from an inverted Gamma distribution.
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Summary

e The new method makes it possible to start with a very general
model.

e We may determine fixed effects and select a sparse structure in
the covariance matrix of the remaining random effects.

e Improved convergence behaviour because we avoid to estimate
over-fitted models.
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