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Marketing Data

Survey Data: large number of respondents
observed to choose between alternative
products, rankings/ratings data. Multiple
questions per respondent

Demand Data: data from point of sale optical
scanning terminals. In US and Europe, all major
retailers maintain large data warehouses with
point of sale data.

[tems x Stores x Time >1000K.

Marketing Problems

Marketing is an applied field that seeks to
optimize firm behavior with respect to a set of
marketing actions, c.f.

set prices optimally for a large number of
items

design products

allocate marketing efforts — trade promotion
budgets, sales force

Models and Methods of Inference

A great deal of disaggregate data
panel structure (N large, T small)

discrete response (mutually exclusive choices,
multiple products consumed jointly)

ordinal response (rankings)
Small amounts of information at the unit level

Requires Discrete Data models and a method of
inference with a full accounting for uncertainty
(only Bayes need apply)



Hierarchical Models A Graphical Review of Hierarchical Models

A multi-level Model comprised of a set of

conditional distributions: /'
“unit-level” model — distribution of response

‘91|T — ’Y1‘X1

given marketing variables T‘h — 0 V. ‘XI,

first stage prior — specifies distribution of \ : :

response parameters over units

i H em |T ym ‘Xm
second stage prior — prior on parameters of
first stage prior : . . ,
Second Stage Prior: First Stage Prior: “Unit-Level”

Modular both conceptually and from a Adaptive Shrinkage Random Coef Likelihoods

computational point of view. or Mixing Distribution

Hierarchical Models and Bayesian Inference Implementation in R (bayesm)
Model to a Bayesian (Prior and Likelihood): Data Structures (all lists)
rxxxYyyZzz(Prior, Data, Mcmc)
[Te(@F)p(zlh) <] Tp(ylX.8) -
i j Prior: list of hyperparms (defaults)
Object of Interest for Inference (Posterior): Data: list of lists for panel data
P(91,--.,9m,f y1,...,ym) e.g. Data=list(regdata,Z)
regdatal[i]]=list(y,X)
Computational Method: Mcmec: Mcmc tuning parms
MCMC (indirect simulation from joint e.g. R (# draws), thining parm,

posterior) Metropolis scaling (with def)



Implementation in R (bayesm)

Output:

draws of model parameters:

list of lists (e.g. normal components)

3 dim array (unit x coef x draw)

User Decisions:

“burn-in" / convergence of the chain

run it longer!

Numerical Efficiency (numEff)

how to summarize the joint distribution?

Hierarchical Models considered in bayesm

rhierLinearModel
rhierLinearMixed
rhierMnlRwMixed
rhierMnIRwDP
rhierBinLogit
rhierNegBinRw
rscaleUsage
rnmixGibbs
rDPGibbs

Normal Prior

Mixture of Normals

MNL with mixture of Normals
MNL with Dirichlet Process Prior
Binary logit with Normal prior
Neg Bin with Normal Prior
Ordinal Probit with Scale Usage
Mixture of Normals density est

DP Prior density est

11

Coding

“Chambers” Philosophy — code in R, profile and
rewrite only where necessary. Resulted in ~5000
lines of R code and 500 of C

As amateur R coders, we use only a tiny subset
of R language. Code is numerically efficient but
does not use many features such as classes

Moving toward more use of .Call to maximize
use of R functions.

This maximizes readability of code.

We hope others will extend and modify.

Hierarchical Linear Model- rhierLinearModel

Consider m regressions:
yi=XpB+s &~iidN(0,671,) i=1...,m

B=F+v. v ~ iidN(O,Vﬁ)

Priors :
B~N(B.A): Vy~1W (u,0])

Tie together via Prior



Adaptive Shrinkage

With fixed values of AV, we have m independent
Bayes regressions with informative priors.

In the hierarchical setting, we “learn” about the
location and spread of the {B;}.

The extent of shrinkage, for any one unit, depends
on dispersion of betas across units and the amount
of information available for that unit.
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An Example — Key Account Data

Failure of Least
Squares

some
accounts
have no
displays! _
some )
accounts %
have absurd
coefs

post mean

Is coef
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An Example — Key Account Data

y= log of sales of a “sliced cheese” product at a
“key" account — market retailer combination

X: log(price)
display (dummy if on display in the store)

weekly data on 88 accounts. Average account has
65 weeks of data.

See data(cheese)

Intercept

Shrinkage

post mean
8 9 10 11 12 13
L
]
5

Prior on V, is key. L

8 9 10 11 12 13
V, ~IW(v,01)

Display
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blue: v=k+3

green: v=k+.5n

post mean

YRS

-0.5 0.5
L1

yeIIOW D= k + 2n 0.5 0.0 05 1.0 15 2.0

Is coef

LnPrice

Greatest
Shrinkage for
Display, least for
intercepts o a5 a0 25 a0 4 4

Is coef

post mea
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Heterogeneous logit model
Assume T, observations per respondent

— exp[Xit Iﬂh]

Pr(yj‘th == Zexp[xjt I:Bh]

The posterior:

T,

pdB,} B.V, | Data) ocH[H ,htlxm,ﬂh) (B, 17)p(7)

R A

logit normal prior

model  heterogeneity
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data(bank)

Pairs of proto-type credit cards were offered to
respondents. The respondents were asked to
choose between cards as defined by “attributes.”

Each respondent made between 13 and 17
paired comparisons.

Sample Attributes (14 in all):

Interest rate, annual fee, grace period, out-of-
state or in-state bank, ...
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Random effects with regressors
B.=Az, +v, v, ~ iidN(O,Vﬁ)
or
B=ZA+U
Priors :

5 =vec(A)~N(5,A,"); V, ~ W (v,0l)

A is a matrix of regression coefficients related
covariates (Z) to mean of random-effects distribution.

z, are covariates for respondent h

data(bank)

Not all possible combinations of attributes were
offered to each respondent. Logit structure
(independence of irrelevant alternatives makes this

possible).

14,799 comparisons made by 946 respondents.
explxy,15]

eXp[X‘Wﬂh] + exp[x‘h,i,zﬂh]

= expl(x,;; = X;,;,) B
T+ exp[(xm1 - Xh,,-,z)'ﬂh]

Pr(card 1chosen) =

differences in
attributes is all that
matters
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Sample observations

respondent 1 choose first card on first pair. Card chosen
had attribute 1 on. Card not chosen had attribute 4 on.
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rhierBinLogit

z=read.table("'bank.dat",header=TRUE)
d=read.table("'bank demo.dat',header=TRUE)

# center demo data so that mean of random-effects

# distribution can be interpretted as the average respondents
d[,1]=rep(1,nrow(d))

d[.2]=d[,2]-mean(d[.2])

d[,3]=d[,3]-mean(d[,31)

d[.4]1=d[.4]-mean(d[.41)

hh=levels(factor(z$id))

nhh=1ength(hh)

Dat=NULL

for (i in 1:nhh) {
y=z[z[,1]==hh[i],2]
nobs=length(y)
X=as.matrix(z[z[,1]==hh[i].c(3:16)])
Dat[[i]1=list(y=y,X=X)
}
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Sample demographics (2)

id age income gender
1 60 20 1
2 40 40 1
3 75 30 0
4 40 40 0
6 30 30 0
7 30 60 0
8 50 50 1
9 50 100 0
10 50 50 0
1 40 40 0
12 30 30 0
13 60 70 0
14 75 50 0
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Running rhierBinLogit (continued)

Data=list(Dat=Dat,Demo=d)

nxvar=14
ndvar=4
nu=nxvar+5
Prior=list(nu=nu,VO=nu*diag(rep(1,nxvar)),
deltabar=matrix(rep(0,nxvar*ndvar),
ncol=nxvar),
Adelta=.01*diag(rep(1,ndvar)))

Mcmc=1ist(R=20000, sheta=0.2,keep=20)

out=rhierBinLogit(Prior=Prior,Data=Data,Mcmc=Mcmc)
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Running rhierBinLogit (continued) Running rhierBinLogit (continued)

Attempting MCMC Inference for Hierarchical Binary Logit:
14 variables in X

4 variables in Z 19900 ( 0.8 )

for 946 cross-sectional units 20000 ( 0 )
Total Time Elapsed: 154.33
> str(out)

Prior Parms:
List of 5
$ betadraw : num [1:946, 1:14, 1:1000] 0.4868 0.1015 -0.2833 -0.3313 0.0549 ...

L1 021 [.3] [4] 051 L6] 7] L8] [0 [.10] [11] [.12] [13) [.14]
17 0 00 oo 0 o o0 o0 0 o

.1 o o
[EN] 0 0 17 0o 0o 0o 0 0 0 o 0 o o o

Eg:% g § § ’é ’Z “g’ E E § E § § § § $ Vbetadraw: num [1:1000, 1:196] 0.0651 0.0880 0.0973 0.1332 0.1204 ...

ﬁi H A A A A T T A T $ Deltadraw: num [1:1000, 1:56] -0.00758 -0.00291 0.00996 0.03392 0.03758 ...
do] o o 0 o o o o o o 17 o o o o $ llike > num [, 1:1000] -9744 -9592 -9372 -9262 -8997 ...

A A A A A $ reject : num [, 1:1000] 0.607 0.593 0.598 0.653 0.607 ...

a.] o 0o o 0o 0o 0o 0 0 © o 0 o o 17

S Ly oy L g L ) 1 L) ) L g )

2.1 o o o o 0 0 0 0 0 o 0 o o o

3.1 o 0o 0o o 0 0 0 0 0 3 0 [ o o

#.1 o o o o 0 0 0 0 0 o o o 0 o M

e We now must summarize these numbers:

Blemoniuy

[4.1 0.00 0.00 0.00 0.01

VNG Parms- 1. Convergence of chain (trace plots)

sbeta= 0.2 R= 20000 keep= 20
2. Marginal distribution of various model parameters

MCMC Iteration (est time to end - min)
100 ( 153.6 )
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Average Respondent Part-Worths

V-beta Draws
Elements of “1 Elements of
out$Deltadraw out$Vbetadraw
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Density

Density

Density

Distribution of Heterogeneity for Selected Part-Worths

Medium Fixed Interest

Low Fixed Interest
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Non-normal Priors (mixture of normals)

By=Az,+v, v, ~ iidN(/uindhlzindh)

ind, ~ multinomial (pvec)

Priors :

pvec ~ Dirichlet(a)

(44,2, ) ~ iid Natural Conjugate k =1,...,dim(pvec)
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An Application to Scanner Panel Data

Observe a panel of 347 households selecting
from 5 brands of tub margarine.

No reason to believe that coefficients of the
multinomial logit are normally distributed over
households.

For example, some households may be willing to
pay a premium for certain brands.

Included covariates: brand intercepts, log-price,
“loyalty” variable
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eMixMargDen(grid, probdraw,com pdraw)

Mixture of Normals

Shedd's

o

g - ® 1comp
@ 2 comp
-{ ® 5comp

Brand Intercepts

beta

Blue Bonnett

o

N - 1 comp
© | B 2comp
- B 5comp
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RhierMn|RwMixture

Implements an unconstrained Gibbs Sampler for a
mixture of normals distribution as the first stage

prior.

Combined with Metropolis algorithm to draw
logit coefficient vectors for each panelist.

Returns draws of each component in normal
mixture. Estimate the density at a point:

p(B) = X pvect xo(plui. %)
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Mixture of Normals price

loyalty
distribution
pretty normal
but everything
else non-
normal!

04

0.2

L 1 1 1

B 1 comp
&3 2 comp
B 5comp

6 4 -2 0 2
beta
loyalty
| 1 comp
B3 2 comp
B 5comp

beta 36



Mixture of Normals
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price

Shedd's

mixDenBi(i,j,gridi,gridj,probdraw,compdraw)
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Example of CSM Questionnaire
7 Overall
MARITZ | Ove
- Rating
Service Quality Review
Please mark the appropriate circle for each question. Compare OUR PE| AANCE during the PAST 12 MONTHS
to YOUR EXPECTATIONS of what QUALITY SHOUM
uch Better Less Much Not
Better Than Than Equalto  Than Less Than  Applicable
Overall Performance [+] [ ] o (o] o [+]
Service
1. Efficiency of service call handling. (] (o] (o] [+] o
2. Professionalism of our service personnel.  © (o] (o] o [+] o
3. Response time to service calls. (o] o Prod uct
Contract Administration 1
4. Timeliness of contract administration. o [+] [+] o o o Attri bUteS
5. Accuracy of contract administration. [#] [s] [#] [s) [s] [s)
Please share your comments and suggestions for improvements: \
1-5 Discrete Rating
Scale 4

Scale Usage Heterogeneity

Survey questions involving a rating scale for
satisfaction/purchase intention/happiness are
commonplace

Typically, respondents rate products (overall) and
attributes on a ordinal (5/7/9) point scale

Respondents exhibit scale usage heterogeneity.
Some use only upper or lower end of the scale.

What biases are caused by this?

Can we make anything more than ordinal

statements?
38
+ve Covariance Bias
Use High
2 . , End of
E o o E// Scale
S o o o o o
Use Low | e e e
End Of /
Scale \\.,’ """" ! °
0 ’ ‘ 6 5 0
Q1
40



Model

No. of Survey

Latent Variable Formulation: Questions

We observe a vector x ( M x 1) of

No -

discrete/ordered responses:

X;= {1, ...,'\'E\}}; i=1,...,N

_ Pts in the
y‘j <G Xi/ =1 scale
C;<y;<¢; X;=2
: Yi~ ’."dN(ﬂi*:Z;)

Yi>Ceq X =K
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Model: Scale Usage Heterogeneity

We incorporate scale usage heterogeneity using
location-scale shift at the latent variable level

yi=ptti+oz,
z,~N(0,X) \ Scale shift

For example:

top end of scale -- large value of t and
small o
43

Model: Example with 5 point scale
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Hierarchical Model rscaleUsage

We use non-standard hierarchical (random

effects) formulation: T,
no;

(7110'1) oA X4 ‘Y1 Y1|T1:(71:2
¢'A|h —'(THGI‘)(D:A Xi‘yi yi|TilO-ilz
(TN'GN)(D'A XN‘yN yN|TNIO-NIZ
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Some Real Data: data(customerSat)

Customer Survey in Business-to-Business Context
Product is a form of Business Advertising
10 Qs -- 10 pt scale (10 is “excellent,” 1 is “poor”)
N=1810/M=10/K=10
Q1: Overall Value
Q2-Q4:

Q5-Q10: Effectiveness

Price

reach/geographic area/attracting
customers/evaluation of effectiveness

Evidence of Scale Usage Heterogeneity

Use Most of Scale

© o4 O o0 a9 o~ “wsod ey o 0 0 @ O Q
Be) Ooo % 8?0 o%% O(l dp@ &% %%ooo%di@&gcpo ®ooo 8o oO@g
o o 1
7 & OOOO ca)&% |@8Og@‘ﬁo$ OO;%Q) Oggoog&% Q)Ooo ®
[}
el (o @ o o o
has o0 R gl THLE g, T8
@
&

Range

08 S5 83, Bfo

45
Correlation Structure: Raw Data

High Correlations between each Q2-Q10 and Q1.

Positive correlations Q2-Q10
Q. Mean Covariance\ Correlation Matrix
1 6.06 | 650 |0.65 | 062 078 | 065 | 074 ]|059 | 056 | 044 | 045
2 588 | 438 |7.00 |0.77 | 076 | 055 | 049 | 042 | 043 | 035 | 035
3 627 | 416 | 545 |7.06 | 072 | 052 | 046 | 043 | 046 | 038 | 040
4 555 | 536 |543 |5.16 |7.37 | 064 | 067 | 052 | 052 | 041 | 040
5 613 | 435 |3.83 |3.62 | 453 | 684 | 069 | 058 | 059 | 049 | 0.46
6 6.05 | 482 | 329 |315 | 461 | 461 | 649 | 059 | 059 | 045 | 0.44
7 725 |3.64 | 270 | 273 | 342 |3.68 |3.66 |585 | 065 | 062 |0.60
8 746 | 328 | 261 | 279 |323 |351 |341 |361 |521 | 062 |0.62
9 780 241 |1.99 |218 |239 |272 | 247 |320 |3.02 | 457 |0.75
10 |7.77 | 255 | 206 | 233 |242 | 267 |251 | 321 |295 | 354 | 489
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1) o 1 Of
© ° 0g® @%) §®%d:@?g§ %%Qg 1 Sca|e
o o 0o 1
°1 & ® oo 0 (4B B @R,
2 A 6 5 10
Median
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Correlation Structure: Standardized Data
Correlations are attenuated -- some -ve
Q. Mean Covariance\ Correlation Matrix
1 2029 | 0.66 | 0.07 | -0.13 | 0.03 | 0.14 ]| 0.06 | -0.11 | 0.16 | 0.4 | -0.21
2 2042 | 005 |0.82 035 |020 |-0.19 | 036 | 032 | 025 | 026 | -0.27
3 2018 [-0.10 [ 031 | 093 |0.74 | -021 | 033 | 033 | 024 | 024 | -0.22
4 2060 [0.02 [014 011 [0.62 |-023 | 0.17 | 0.24 | 0.20 | 026 | -0.28
5 2028 [-0.09 | -0.15 | -018 |-0.16 | 0.76 | 0.04 | 0.07 | 0.01 | -0.10 | -0.11
6 2032 [0.04 |-028 [-027 [-012 |0.03 | 074 |0.03 |0.03 |-0.12 | -0.14
7 033 | -0.08 | 0.23 | 026 | -0.16 | -0.05 | 0.02 | 0.67 | 0.01 | 0.06 | 0.05
8 0.46 |-0.09 | 0.16 | -0.17 |-0.12 [-0.01 | 0.02 | 0.01 | 056 |0.01 |-0.04
9 0.68 |-0.14 | -0.17 | -0.18 | -0.16 | -0.07 | -0.08 | 0.04 | 0.00 | 0.58 | 0.37
10 0.61 |-0.14 | -0.20 | -0.18 | -0.18 | -0.08 | 0.10 | 0.03 | -0.02 | 0.19 | 0.67
48




Correlation Structure of Latent Variables External Validation

Not all strongly related to overall Survey contains some information on intention to
\ increase expenditure next year as well as past
Q.  Mean (U Covariance\ Correlation Matrix (X) d
1 643 [413 [31 .25 |35 [29 39 [a5 Jos [-15 [-12 years expen Itures.
08) | (73)
i R e e e e e e Sort by overall measures, and compare
3 647 133 | 407 | 693 |33 |.13 |-08 |-05 |-03 |-13 |-09 : : o) o)
w8 |esn |7y | so) \ cumulatnl/le ezqoendﬁure % change to average %
4 600 279 370 | 349 |634 |31 |.29 |.07 |.05 |-15 |-i4 ;
w8) |70 |74 | 76) | (86) Change ( lift )
5 646 136 |0.87 |082 |1.81 |544 |38 |.22 |.21 |.02 |.02 -ve
08 |65 |65 |67 | (70) | (78 -
6 [739 553) §0.42 E.S‘)) 5.42> 1.73) 380 |20 |02 |13 |-13 between Quantile Raw Centered Row Mean T Latent
08) |63) | (60) | (62 | (66) | (74) | (69) :
7 750 |0.77 |-0.67 |-034 |043 |[131 | 1.00 | 649 |49 |49 |46 price and Top 5% .69 .66 -.076 -.30 3.59
08) | 60) | (59 |63 |64 |62 | (59 | (78) 7
8 750 | 024 |-0.60 |-0.15 | 026 | 1.10 | 0.56 | 284 |529 |47 |43 reach ?’p ;gé 13? 1%2 12559 1'7188 fgg
08) | (57 | (57) | (61) | (60) | (60) | (56) | (65) |(73) Op 2570 -0 = : : :
9 784 [-075 [-145 [-082 [-096 | 0.11 |-0.65 | 3.07 |268 |6.13 |.77 Top 50% 1.29 .95 1.051 1.11 1.62
08) |58 | (57 | (64 | (60) | 6D | (56) | (71) | (69) | (87)
10 [7.76 [-0.60 |-138 [-058 [-91 |0.10 |-0.64 | 297 |248 |441 |6.36
08) 159 |59 |65 |62 |62 |57 |71 |69 | (80) | (89)
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Summary

Analysis of Marketing Data requires models
appropriate for discrete, panel data.

Bayesian methods are the only computationally
feasible methods for many of these models.

User discretion and judgement is required for any
sensible analysis.

R-based implementations are possible and
provide useable solutions even for large datasets.
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